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ARTICLE INFO ABSTRACT

Keywords: Submerged topography in shallow waters is fundamental in the propagation and dissipation of ocean waves in

Wave model the surf and swash zones. However, obtaining accurate bathymetric data in this region is challenging due to

Wave runup the high temporal and spatial environmental variability. The bottom boundary condition can directly affect the

;urf ]Z]‘me a accuracy of numerical models used for shallow water simulations. In this study, the performance of the SWASH
each profile

numerical model in describing wave runup in the swash zone is assessed using different bathymetric boundary
conditions. The first method involves using data measured in the surf zone obtained by a Unmanned Aerial
Vehicle (UAV), and analyzing it using the cBathy algorithm. The second method utilizes a regular bathymetric
mesh generated from Dean’s equilibrium profile combined with beach topography data. The third method
relies exclusively on interpolation methods using data from deep waters and beach profiles. This interpolation
approach is the most used among SWASH users when detailed or updated surf zone bathymetry is unavailable.
Based on the numerical simulations performed, not incorporating data from the surf zone resulted in a 4%
increase in the runup estimated and approximately a 2% difference in identifying the swash zone position.
The method to obtain bathymetry through the cBathy algorithm, used in this article, is cost-effective and can
be used to reduce uncertainties in surf zone numerical simulations, induced by the lack of knowledge about
the bottom conditions.

Unmanned aerial vehicle bathymetry

1. Introduction or removing sediment from the beach face (Bertin et al., 2017). Under-

standing the runup and swash dynamics becomes especially important

Wave runup refers to the maximum vertical height of seawater
measured over the beach face, which is the sum of two parameters:
swash and wave setup (Holman, 1986). Swash is defined as the fluctu-
ations in the mean water level over the beach face, while wave setup
is the superelevation of that level caused by wave breaking on the
coast (Stockdon et al., 2006). Together, these parameters contribute to
the overall height of the wave runup, which is an important factor in
understanding the impact of ocean waves on coastal regions (Ruggiero
et al., 2004).

The swash zone is a highly dynamic region that determines the
morphological changes of beaches and may be responsible for adding
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during extreme events when there is a considerable increase in the
wave setup, which can generate impacts and risks to coastal structures,
such as accidents and loss of frontal dunes, and loss of anthropic
structures (Guimaraes et al., 2015; Medellin et al., 2016; Harley, 2017).

Based on parameterizations, using field analyses of wave statistical
parameters and the beach slope, Stockdon et al. (2006) defined the 2%
maximum exceedance of the wave runup, considering the slope of the
sandy beaches, as
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where H, e L, are the wave height and wavelength in deep water,
respectively, and f, is the foreshore beach slope. The beach slope is
essential for the definition of R, (Lange et al., 2022). In addition to
this, other parameterizations were obtained by using and reformulating
the calculation of wave runup from empirical models and always
considering the profile slope as a determining factor (Senechal et al.,
2011b; Cox et al., 2013; Holman et al., 2014; Didier et al., 2020; Gomes
da Silva et al., 2020).

More recent studies have been analyzing the risks of coastal flood-
ing and the effects of storms on the coast through numerical wave
models by taking into account the wave runup exceedance values
(e.g., Guimaraes et al., 2015; Nicolae Lerma et al., 2016; Medellin
et al., 2016; Nicolae Lerma et al., 2017; Valentini et al., 2019; de Lima
et al., 2020; Castelle et al., 2021; Stokes et al., 2021; Rutten et al., 2021;
Henderson et al., 2022).

One approach often used to numerically investigate the processes
that occur within the surf and swash zone is through the SWASH
model (Simullating WAve till SHore Zijlema et al., 2011). This model
uses the Shallow Water Non-Hydrostatic Equation to predict the behav-
ior of the free surface. The accuracy of this approach strongly depends
on the interaction between waves and the bathymetry of the surf zone,
as well as the beach profile.

To evaluate the runup during storm events, Guimaraes et al. (2015)
carried out simulations with the SWASH model. In their study, bathy-
metric data was obtained in intermediate waters outside the surf zone,
which were then interpolated along with altimetric data obtained from
LIDAR scans of the surface land. However, this approach creates a
data gap in the surf zone where no data is available. Furthermore, the
collection of bathymetric data was conducted on different dates than
the simulated experiments, potentially introducing errors in the model’s
predictions of runup and inundation.

On the other hand, Nicolae Lerma et al. (2017) employed remote
sensing and in situ measurements to obtain more complex bathymetries
for running the SWASH model in both 1D and 2D modes. To understand
and accurately simulate the dynamics of wave setup and runup during
storm conditions on beaches through complex morphologies, Nicolae
Lerma et al. (2017) used topo-bathymetric data collected by Senechal
et al. (2011a) during a storm at the same location and time period
as their study. Measurements in situ and remote sensing were used
to obtain topographic and bathymetric data (Senechal et al., 2011a).
Daily topographic surveys were conducted using a GPS-equipped ATV
in the dry areas, while in moderate water depths, these were performed
by walking along the coast. Senechal et al. (2011a) used a video
system (Cam-Era-NIWA technology) to acquire images with two cam-
eras deployed on a foredune. The images were subsequently processed
following the methodology of Almar et al. (2010), using satellite images
for details of sub-tidal and inter-tidal bar systems.

Despite the importance of bathymetry in coastal processes, most of
the previously mentioned studies (e.g., Guimaraes et al., 2015; de Lima
et al., 2020; Castelle et al., 2021; Stokes et al., 2021; Rutten et al., 2021)
did not use realistic bathymetry of the surf zone. Instead, they relied
only on deep water bathymetry, beach profiles, and interpolation to
create the numerical grid. Moreover, these studies typically applied this
approach to simulate various wave scenarios, often using bathymetry
data collected during different periods.

To evaluate the interaction between waves and bathymetry, field
experiments typically involve gathering data from topographic profiles,
LIDAR scans, nautical charts, and high-frequency sensors or global po-
sitioning systems (GPS) (Holman, 1986; Ruggiero et al., 2004; Stockdon
et al., 2006; Guimaraes et al., 2015; Dodet et al., 2018; de Lima et al.,
2020). However, obtaining accurate topographic and bathymetric data
in the swash and surf zone is hampered by the high morphodynamic
variability of this environment (Calliari et al., 2003).

To bridge the gap from deep and intermediate waters to shal-
low waters and surf zone bathymetries in numerical simulations, we
investigated the use of Unmanned Aerial Vehicles (UAVs) equipped
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with cameras. Studies by Holman et al. (2011, 2013, 2017), Vos
(2017), Bergsma et al. (2019) utilized UAVs for remote observations
and estimated bathymetries using the cBathy algorithm. This algorithm
processes the captured video images and takes into account the wave
dispersion relation (Eq. (2)) and the variation in water surface intensity
to calculate depth data through inverse bathymetry (Holman et al.,
2013). These studies assessed the precision of the method and identified
limitations arising from instabilities and adverse weather conditions
that can affect video capture.

Due to the highly dynamic nature of the surf zone, characterized
by the frequent migration of sandbars, traditional geophysical methods
face challenges in accurately measuring depths at high frequencies. As
a result, the bathymetric data obtained using these methods may differ
from the actual conditions (Rutten et al., 2021). Consequently, when
using numerical modeling to predict wave runup, it is crucial to employ
bathymetry collection methods that account for the dynamic nature
of the surf zone and accurately describe the morphology during the
specific period of the simulation (Vos, 2017; Nicolae Lerma et al., 2017;
Valentini et al., 2019).

The primary aim of this study is to analyze and assess the SWASH
model’s performance in depicting wave runup and wave breaking zones
using bathymetry obtained from UAV surveys. This evaluation involves
three distinct bathymetric inputs: one derived from UAV data analyzed
with the cBathy algorithm, another based on an Equilibrium Beach
Profile (EBP), and the third from interpolation methods. The model’s
outputs is being compared with UAV-generated images to gauge its
accuracy in representing sandbar positions and the runup line. Addi-
tionally, the study examines how variations in bathymetry influence
wave runup simulated by the SWASH model, considering both realistic
UAV-derived data and hypothetical bathymetry scenarios.

The paper is structured as follows: Section 2 introduces the
Campeche Beach area, outlines the experimental setup, and explains
the methods employed for generating bathymetric grids using UAVs,
the cBathy algorithm, and Dean’s profile. Section 3 provides a compre-
hensive description of the SWASH model and its input parameters. In
Section 4, the outputs from cBathy and the SWASH model are presented
and analyzed. Lastly, Section 5 concludes the paper with final remarks
and considerations.

2. Material and methods
2.1. Study area and data acquisition

The study area chosen for this experiment was Campeche Beach, sit-
uated in the state of Santa Catarina, southern Brazil. Campeche Beach is
located in Florianépolis (Fig. 1) and is characterized as an intermediate
beach (Klein et al., 2016). It features a longitudinal rhythmic sandbar,
rip currents, and beach cusps (Silveira et al., 2011). Additionally,
Fig. 1D shows Campeche Island to the southeast of the study area,
which is also within the computational domain used in this study.

According to Klein et al. (2016) the wave regime along the coast
of Florianépolis exhibits a seasonal variation, with multi-modal seas
occurring more frequently during the summer and less frequently dur-
ing the winter. In the region, bimodal seas also display a well-defined
seasonal variation, characterized by sea wind with a period of 8 s
coming from the east and an average significant wave height (H,) of
1.25 m (spring and summer). In addition, swell waves with a period
of 12 seconds originate from the south and exhibit an increasing H|
from summer to winter, ranging from 1.25 m to 2 m and, although
uncommon, significant wave heights exceeding 4 m can occur in all
seasons (Araujo et al., 2003; Klein et al., 2016).

During the experiment, an ADCP (Acoustic Doppler Current Pro-
filer), model Aquadopp 1 MHz, was moored at 18 m depth, from April
31 to May 5, 2019 (see Table 1). The ADCP was located approximately
800 m from the coast at coordinates 48.468777°W and 27.672539°S in
longitude and latitude, as shown in Fig. 1D. The ADCP acquired various
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Fig. 1. (A, B and C) Map depicting the study area located in the southeast of Florian6polis city, Santa Catarina state, Brazil. (D) Campeche Beach, where field data was collected.
The red dot marks the input location of the wave spectrum on the computational grid (black square), while the green dot indicates the ADCP location. Datum: SIRGAS 2000/
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wave parameters, vertical currents profiles and sea level measurements.
However, for the purposes of the analysis, only water level, and wave
spectrum were considered. The measured wave spectrum served as a
boundary condition in the SWASH model, specifically inputted at the
eastern edge of the computational grid (refer to Fig. 1D). The coordi-
nates chosen for setting the spectral boundary conditions in the SWASH
model were approximately 48.473271° W and 27.670582° S, situated
approximately 300 m offshore. Both positions can be considered in
intermediate water, given the wave conditions observed during the
experiment. The SWASH computational grid did not extend to the
location of the ADCP due to the lack of bathymetric data in this region.

The experiment was carried out under average wave conditions,
often observed in the region. The dominant direction of the wave
spectrum was east and southeast, with wave heights of approximately
1.5 m and a peak period of 8 s.

To measure beach and surf zone morphology, two different ap-
proaches were employed. The beach morphology was measured on
April 27th, 2019, by surveying the beach topography using a TRIMBLE
RTK R6 GPS receiver. The survey lines were established perpendicular
to the coast and approximately 50 m apart from each other. For the
surf zone morphology, video processing techniques were utilized, on
the same day as the topographic data collection. A total of 17 min of
video footage was captured using a DJI Mavic Pro Model, which is a
quadcopter UAV (Unmanned Aerial Vehicle). The UAV was positioned
in a stationary manner to ensure consistent data collection and mini-
mize camera motion. The videos were recorded in 4K format with a
resolution of 3840 x 2160 pixels.

Once the videos were collected, the images underwent processing
to generate long exposure images and extract bathymetric information
using the cBathy algorithm. The details of the cBathy algorithm will be
elaborated in the following subsection, specifically in Section 2.2.

2.2. Inverse bathymetry estimation

To convert image data into bathymetric data, the first step is image
rectification. This process converts oblique images captured by the
UAV into flattened and scaled images with a metric scale, enabling
the identification and positioning of morphological features (Holland
et al.,, 1997). The resulting images allow for automated tracking of
wave trajectories.

The bathymetric grid was generated from these images by using
the cBathy algorithm, which is an algorithm that utilizes observa-
tions of surface wave light reflection patterns to estimate bathymetry
data (Holman and Haller, 2013).

The dispersion relation used by the cBathy algorithm, as described
by Dean and Dalrymple (1991), is given by:

62 = gk tanh(kh), (2)

where, ¢ is the radial frequency (2z divided by the period T), k
the radial wave number (2z divided by the wavelength, L), g the
acceleration due to gravity and A the water depth.

To obtain bathymetry using the cBathy algorithm, three steps are
needed (Holman et al., 2013; Bruder and Brodie, 2020). In stage 1 of
the cBathy algorithm, the optical intensity time series for each pixel is
Fourier transformed, providing wave number and frequency estimates.
Using these wave numbers and frequencies, an equivalent water depth
is estimated based on the dispersion relation. Additionally, a depth
correction for the tidal stage is applied. This stage aims to estimate the
depth-dependent properties of the waves observed in the video footage.

In stage 2 of the cBathy algorithm, the depth estimates obtained
from stage 1 are combined to generate a single depth estimation
for each point, along with error information. The algorithm seeks to
find the depth value that provides the best fit between the observed
frequency-wave number information and the dispersion relation. It is
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important to note that the depths obtained in both stage 1 and stage
2 of the cBathy algorithm need to be corrected for tidal variations to
obtain bathymetric data referenced to the tidal datum. This ensures
consistency and accuracy in the resulting bathymetry data.

The objective of the stage 3 analysis is to calculate a running
average that smooths the individual hourly estimates in a way that
weighs the confidence in the new estimations relative to the previous
running average. The Kalman filter is applied at this stage, which is
a method detailed in Kalman (1960). Validation and evaluation of the
cBathy algorithm, in terms of how it accurately describes and defines
features in the areas closest to a beach, can be found in Holman et al.
(2013), Vos (2017) and Brodie et al. (2018).

After completing the three stages of the cBathy algorithm, which
provide bathymetric data for the Campeche beach area, the estimated
bathymetry was interpolated along with the dry beach topographic
data. In this study, a bathymetric grid with dimensions of 260m width
and 341m length, with a spatial resolution of 1.5 m in the x direction
and 1.7 m in the y direction, was generated.

2.3. Post-processing imagery

As a by-product of the rectified aerial images, the timex, which
is a time average image of the light intensity, can also be obtained.
A high contrast timex image, in which wave breaking foam coverage
and darker pixels at the sea surface can be distinguished, allows us to
identify the average wave breaking position and scattering.

The wave runup cross-shore variation changes the shoreline position
over time and using the timestack we can capture this alteration. The
timestack is created by combining sequential images or data frames
taken at different time intervals or in a specific period, to represent
the maximum and minimum cross-shore position along the shore. It
is known as the “wave runup timestack” or “runup pixel stack” and
is another important output obtained from the image rectification
process (Holland et al.,, 1995). This timestack provides information
about the maximum and minimum positions of the wave runup line at
different times. It is a valuable dataset that can be used to validate the
results of our model. To visualize and analyze the maxima and minima
of the wave runup, an advanced automated edge detection routine was
applied. This routine utilizes the runupTool (Vousdoukas et al., 2012),
a specialized tool described in CIRN (2022), to highlight the position
of the runup limit in the timestack.

2.4. Equilibrium beach profile and data interpolation

To evaluate potential errors arising from the use of theoretical
bathymetry in the SWASH model and a lack of bathymetric data, two
theoretical bathymetries were created based on the equilibrium profile
concepts (EBP) of Dean (1991, 1997), derived from Bruun (1954).

Dean (1991) considered a theoretical profile using grain diameters.
Consequently, this approach allows for the estimation of a beach profile
based on the sedimentological and hydrodynamic characteristics oper-
ating at the site. Through laboratory analysis Dean (1991) proposed a
beach equilibrium profile given by

2
h=Ay3, 3

where h is the water depth at a seaward distance y from the shore-
line and A is a scale parameter that depends primarily on sediment
characteristics. There are several ways to calculate A (Komar, 1997),
which usually provide values that vary between 0.2 and 1.2. According
to Dean (1991),

2
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where D, is uniform wave energy dissipation per unit volume in the

break zone, which depends on sediment particle diameter D, p is the
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water mass density, g is gravity and « is a constant relating wave
height to water depth within the surf zone. The profile slope has been
considered in studies to estimate wave runup and it is an important
factor in estimating wave runup (e.g, Stockdon et al., 2006; Yates
et al., 2009; Holman et al., 2014; Matheen et al., 2021). In this study,
grain diameters of 0.17 mm and 1.36 mm were utilized, as reported
by Pazini et al. (2022). The profile length (y) corresponds to the extent
of the bathymetric grid generated using the cBathy algorithm. Based on
calculations by Komar (1997), the parameter A was determined to be
approximately 0.15 and 0.23. The sub-aerial part of the beach profile
uses the beach topography obtained from the RTK R6 GPS receiver.
Fig. 2a illustrates a comparison of profiles obtained with A = 0.15 and
A = 0.23. The Equilibrium Beach Profile (EBP) was then interpolated
in two dimensions using topographic data from field surveys to derive
a theoretical equilibrium profile for Campeche Beach with the same
numerical grid dimensions (Fig. 2b, c, d).

Furthermore, previous works using SWASH do not use Dean’s
beach profile to estimate the surf zone morphology, instead they
use only linear interpolation without surf zone bathymetry informa-
tion (e.g., Guimaraes et al., 2015). So we tested two interpolation
methods for our dataset. One considered only linear interpolation from
very deep waters utilizing bathymetric data from the SMC (2011), a
Brazilian database, and the topography data from a field survey. The
second method tested uses the same input data but was interpolated
using the v4 method (Renka, 1988), (Fig. 2e). This is a bicubic inter-
polation technique used to smooth data in two dimensions. It is based
on a multiquadric least squares interpolation method (Renka, 1988).

The SMC (2011) database comprises nautical charts and numeri-
cal models specifically designed for addressing issues within coastal
zones. However, the bathymetry data in proximity to the study area
exhibits a notably sparse density. Consequently, when applying linear
interpolation using this data, it resulted in a bathymetry dataset with
excessively shallow depths (ranging from 6m in the sub-aerial portion
to 1m in depth at the eastern boundary limit), rendering it incompatible
for processing with the SWASH model. Therefore, we are unable to
present any results derived from this dataset here.

On the other hand, the v4 method produced a bathymetry profile
ranging from over 5 m in the dry beach area to —20 m in the submerged
portion (Fig. 2e). This profile exhibits a significantly steeper and un-
realistic slope compared to the others. Nonetheless, these results will
be presented here solely to discuss and bring attention to the model’s
sensitivity to synthetic surf zone profiles.

3. Numerical modeling in shallow water

The numerical approach was carried out using the non-hydrostatic
model Simulating Wave till SHore (SWASH), governed by non-linear
shallow water equations and capable of describing the mean depth and
free surface flow, considering the conservation of mass and vertical mo-
mentum (Zijlema et al., 2011). The model is capable of accomplishing
simulations in short and meso scale and can be applied in 1D and 2D
modes. It is derived from the incompressible Navier—Stokes equations
that comprise the conservation of mass and momentum (Egs. (5)—(7)).

ol  ohu  ohv
=+ —+

— =0 5
ot ox dy O

a—u+ua—u+va—u+l/c 0—qdz+c
o ox dy hJ_,ox I

¢
ov, ov, ov, 1 [°oq oV +v2 | [Oht, OhrT),
IRy s ) -1 (7
+u—+v—+ [d 3y z+cy 7 7 I + e 7

uy u? + v? 1 0h‘t'xx athy
7 = Z + (6)
y

0x 7}

Jat ox 0dy h

where ¢ is the time, x and y are located at the still water level, and the
z-axis points upwards. {(x, y,?) is the surface elevation measured from
the still water level, d(x,y) is the still water depth or the downward
measured bottom level, h = ¢ + d is the water depth, or total depth,
u(x,y,t) and v(x,y,t) are the depth-averaged flow velocities in x- and
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Fig. 2. (a) Equilibrium profiles according to Dean’s equation with A = 0.15 and A = 0.23, compared to the selected profile of the bathymetric grid generated by the cBathy
algorithm and the v4 grid. Plan view of bathymetry generated by the cBathy algorithm (b), and bathymetries generated by the equilibrium profiles with A = 0.15 (¢) and A = 0.23

(d), as well as bathymetry interpolated with v4 (e).

y-directions, respectively. ¢(x,y,z,7) is the non-hydrostatic pressure
(normalized by the density), g is the gravitational acceleration, c, is
the dimensionless bottom friction coefficient, and 7., 7., 7
are the horizontal turbulent stress terms.

The numerical simulations were run to simulate the surf and swash
zone processes at 5 different moments of the field experiment, as
outlined in Table 1. In the model, the initial turbulence was set to zero
using SWASH’s commands. Additionally, commands such as breaking
were employed to control the wave breaking, viscosity to account
for turbulent mixing, and friction to activate the bottom friction in
modeling process. The wave spectrum for each simulation was obtained
from the ADCP data at the corresponding time using wave energy and
directional spectra information, and the sea surface high was adjusted
based on the start time of each simulation. A spin-up time of 5 min
was used, with a time step of 0.001 s, with the model outputs recorded

and Tyy

at a time interval of 1 s. The default maximum 0.8 and minimum 0.4
Courant numbers for automatic times step control were used in the
simulation and the minimum depth for computation was set to 0.005 m.
The total simulation time was 22 min, which included a 5-minute spin-
up period. The subsequent 17 min were dedicated to analysis. This
simulation duration was aligned with the duration of the UAV flight,
which lasted 17 min. Further details for each simulation are presented
in Table 1.

To evaluate the variation of wave runup and wave breaking, output
data was generated for the bottom level, horizontal runup, water level,
and wave breaking. The runup and wave breaking outputs from SWASH
are represented by binary matrices, in which a value of 0 indicated
the absence of runup or wave breaking, and a value of 1 indicated
the presence of runup or active wave breaking at a specific location.
These binary matrices provided a clear representation of the spatial



Table 1

The simulations details and wave parameters from the ADCP utilized in the simulations.
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Simulation scenarios Starting time (am) Water level (m)

Significant height (m)

Peak period (s)

01 08:00 0.45 m 1.58 7.81
02 08:30 0.47 m 1.50 8.20
03 09:30 0.42 m 1.58 7.79
04 10:00 0.45 m 1.51 8.03
05 11:20 0.44 m 1.45 8.04

distribution of runup and wave breaking throughout the simulation
domain.

The matrix generated for the wave runup contains the average of
the maximum values of that variable across the dataset, resulting in a
single matrix. In this matrix, a value of 0 indicates dry zones where
wave runup does not occur, while a value of 1 indicates wet zones
where wave runup is present. For wave breaking, a separate matrix
is generated for each simulation time step. Each matrix represents the
positions where wave breaking occurs during that specific time step.
Similar to the wave runup matrix, a value of 1 in the wave breaking
matrix indicates that the wave is breaking at that particular location
and time, while a value of 0 indicates the absence of wave breaking.

The runup maximum point in the binary matrix was identified for
each simulation along the profile. To determine the vertical runup
height at this point, with respect to the still water level, the correspond-
ing value of the bottom level output (bor) from the SWASH simulations
was obtained. At locations where the initial runup was zero, the bottom
level, or still water depth, is measured vertically from the water surface
to the bottom, multiplying it by —1 gives the runup height value.
Therefore, the vertical runup height at the maximum runup point is
calculated as bot X —1. This provides a measure of how much the wave
has elevated above the surface of the water at that specific location.

In the results obtained from SWASH for wave runup, the Sobel
edge detection filter was applied to enhance the visualization of the
wave runup peaks along the coastline (Virtanen et al., 2020). The Sobel
filter is a commonly used image processing technique that emphasizes
edges in an image by calculating the gradient magnitude. By applying
this filter, noise effects are reduced, and the prominent peaks of the
wave runup are highlighted. The filter identifies these points based on
the matrix values of the image and extracts them, making it easier to
analyze and interpret the wave runup patterns (Kanopoulos et al., 1988;
Gao et al.,, 2010; Ma et al.,, 2010). The SWASH model results were
compared to the corresponding maximum wave runup point obtained
using the runuptoolbox (Vousdoukas et al., 2012) from the UAV data.

The wave breaking frequency (F,) in this case was defined by the
sum of the binary matrices obtained from the wave breaking output
in SWASH (brk) divided by the total number of SWASH outputs (n,),
in which 1 represents the position of the grid points where breaking
is occurring and a value of O indicates areas where waves are not
breaking. Thus,

ny
F, = Zyet 0rkn % 100, ®)
ny
where n = 1 is the first frame after the 5 min spin-up period, which was
excluded from the analysis. This result can be qualitatively compared
to the breaking position estimated from the UAV timex image.

4. Results and discussions

By using the timex images, it is possible to identify the wave break-
ing and scattering zone (e.g., Holland et al., 1997; Almar et al., 2010;
Holman et al., 2013; Gomes et al., 2016; Vos, 2017). It is expected
that the position of the breaking and swash zone corresponds to the
numerical predictions from the SWASH model (Gomes et al., 2016).

The frequency of wave breaking for all the bathymetries simulated
was superimposed on the timex image collected at the same time as
the numerical experiment in Fig. 3. For the cBathy bathymetry, the

concentration of wave breaking frequency is observed in the regions of
longitudinal sandbars, which is the same location observed by timex. As
expected, a much higher frequency of wave breaking is observed in the
swash zone than over the sandbars, with a reduction of this frequency
in areas of longitudinal troughs and at greater depths (3a).

The SWASH model’s wave breaking output provides the spatial
and temporal occurrence of individual wave breaks. Analyzing wave
breaking frequencies helps pinpoint areas where breaking occurs most
frequently. Considering all the simulations, the highest observed break-
ing density exceeded 6% across all grid points, encompassing both
breaking and non-breaking waves. This phenomenon predominantly
manifests itself along the coastline, in the swash zone.

Besides the swash zone, the surf zone is expected to exhibit the
second highest frequencies of wave breaking. Simulations using cBathy
bathymetry indicated a wave breaking frequency of approximately 4%
in the surf zone. The EBP model (A15) displayed varying wave breaking
rates between 3% and 2% within both the surf zone and the eastern por-
tion of the grid (Fig. 3b). In the Dean profile (A23) bathymetry, wave
breaking begins shortly after the surf zone and continues uninterrupted
until reaching the shoreline, where peak values were observed (Fig. 3c).
In contrast, simulations using the V4 bathymetry, which features a
steep beach profile, do not show a distinct surf zone, resulting in wave
breaking predominantly occurring within the swash zone (Fig. 3d).

For intermediate beaches, wave breaking is expected to occur in the
sand bank and dissipate most of the remaining energy in the swash
zone. This was well reproduced by the model as depicted in Fig. 3a.
On the other hand, the bathymetries generated using the EBP with a
value of A = 0.15 and A = 0.23 do not have a good representation of
the sandbar and exhibited a higher breaking frequency closer to the
coast line, as illustrated in Fig. 3¢, and 3d.

The distance from the swash zone to the first point where the
waves break, as shown in the profile in Fig. 3a, was approximately
200 m, which corresponds to the first sandbar area in the cBathy grid.
Moreover, some of the frequency breaking start in distances of 318 m
occur near the eastern edge of the grid, before the first sandbar located
in the surf zone.

In contrast, for A = 0.23, a clear sandbar is absent in the bottom
profile. Consequently, the distance from the swash zone to the first
wave breaking was around 150 m (Fig. 3c). On the other hand, the
EBP bathymetry with A = 0.15 exhibits a shallower profile and without
sandbars. Consequently, wave breaking commenced earlier and was
more dispersed across the grid (Fig. 3b).

In the steep bathymetry generated using v4 interpolation, wave
breaking mostly occurred just before the shoreline. There was little
variation in wave breaking, with a 2% breaking frequency in the swash
zone (Fig. 3d).

The foam coverage observed in the timex images is an indication
of the breaking point position according to Holland et al. (1997). The
values observed in the timex images (based on average pixel intensity)
show that the waves also start to break around 200 m from the swash
zone. The observed convergence of breaking wave positions with the
numerical simulation using cBathy bathymetry can be explained by the
fact that the timex data was used as input in the cBathy algorithm
to generate the bathymetric grid, which, in turn, was used in the
simulations by the SWASH model.

This result was anticipated, as demonstrated in a study conducted
by Gomes et al. (2016), where a qualitative comparison was made
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Fig. 3. Wave breaking frequency calculated from the SWASH results for each simulation performed for cBathy, EBP (4 = 0.15 and A = 0.23) and v4 bathymetry, corresponding

to the 3rd simulation (9:20 AM), superimposed on the observed timex.

between data generated by SWASH and observations from a video
monitoring system (Argus imagery). In their study, Gomes et al. (2016)
found that the SWASH model accurately predicted wave breaking
locations compared to images captured by the Argus station. However,
the images obtained by Gomes et al. (2016) were from a fixed remote
monitoring system (Argus imagery), which, like UAVs, can be affected
by wind or cloud interference. The accuracy estimated by Gomes et al.
(2016) was about 1 m, approximately the same observed by Vos (2017)
for UAVs.

Vos (2017) also observed, in his comparison study between the
cBathy algorithm and a bathymetry obtained by sensors attached to jet
skis, that the root mean square error between the bathymetries was on
the scale of meters (between 1 and 2 m), in very shallow areas (below
3 m deep); while, in depths greater than 3 m, this value decreased to 50
cm . This occurs because the wave shape close to the breaking diverges
from the linear dispersion relation, which is the basis for the cBathy
algorithm (Holman et al., 2013).

Fig. 4 shows the average difference in the breaking frequency
between the values obtained with cBathy and with EBP (4 = 0.15 and
A = 0.23) and bathymetry v4. This difference was computed for each of
the 5 simulations and then averaged. The average difference observed
between the bathymetric grids of cBathy and EBP Al5 generates a
difference of 4% approximately at 50 m in the cross-shore distance, and
some positive differences where the longitudinal banks are located in
the cBathy grid. Overall, all bathymetries exhibited a positive differ-
ence at this position, with the exception of grid A23 which becomes
slightly negative at the first beach bank. Negative values indicate areas
where the frequency of wave breaking is higher in simulations using

A15 and A23 bathymetries compared to the frequency observed with
cBathy bathymetry. In the case of bathymetry A15, it exhibited low
frequencies of breaking and, therefore, showed almost no difference
compared to the cBathy bathymetry. These negative values of average
difference match with the maxima intensity of frequency of breaking
observed in the swash zone of each grid bathymetry. Overall, A15 pro-
vides a clearer representation of the wave breaking position between
the first sandbar and the swash zone, while A23 accurately depicts the
wave breaking position according to SWASH. In contrast, V4 shows the
poorest representation and produces unrealistic results.

The legend of the Fig. 4 needs completion. Something like: (a)
Graph of the average difference (%) in the wave breaking frequency
between the values obtained with cBathy and with Dean’s EBP ( =
0.15 and = 0.23) and v4 (left-axis). The blue shaded area represents
the cBathy profile with the cross-shore distance (x-axis) and the depth
(right-axis) adjusted. And, (b), (c) and (d) are the plan view of the
breaking line differences for EBP A15, EBP A23 and V4, respectively.

In Figs. 4b e 4c, it is possible to observe by the EBP, referring
to the bathymetric grid of the cBathy, the two lines superimposed in
the cBathy profile in the same cross-shore distance. And, with a plan
view for A15 and A23, the average difference between the cBathy and
EBP and the bathymetry v4. In the grid generated for the EBP, A23,
this difference is more visible, with the break lines in the swash zone
between the two grids.

It is notable that there is a trend of breaking in all the grids before
the breaking line of the one generated by cBathy. However, this trend
is more pronounced in the grid generated by the v4 interpolation
indicating a higher occurrence of wave breaking at that location. It is



J.F. Lima et al.

Ocean Modelling 192 (2024) 102440

p— a)
2 4 4
; = Average diff A 0.15
g 21 = Average diff A 0.23 2 =
g = Average diff v4 0 E
£ 01 AR %
° -—4 2
> —2 - - -6 0
© - -8
o
> _4 T T T T T T T
2%
0 50 100 150 200 250 300 350
Cross-shore distance (m)
b)x106 Al5 C) x106 A23 d)x106 va 6
<
: 2
o 4 =
~ © )
£
2o (% 5
M £
£ o Lo ©
O © (0]
z g
o
2 B
P =
© =l -4
b‘q"b VO’Q b‘q’b 090‘ bfb% 090 D‘O”L b‘qb‘ @% D(QQ qu/ Qb&
/\. /\. /\~ /\. /\‘ /\. /\. /\‘ /\. /\‘ /\. /\.
x10° x10° x10°
Easting (m)

Fig. 4. Graph of the average difference in the wave breaking frequency between the values obtained with cBathy and with and Dean’s EBP (4 = 0.15 and A = 0.23) and v4 (left
axis). The blue shaded area represents the cBathy profile with the cross-shore distance (x-axis) and the depth (right-axis) adjusted. And, (b), (c) and (d) are the plan view of the

breaking line differences for EBPA15, EBPA23 and v4, respectively.

also noticeable that there is a difference in the swash zone in the grid
A23, approximately at 50 m in the cross-shore distance, where there is
a small percentage of waves breaking at this location as well.

In Fig. 5, the point where the runup maxima were captured by the
“runuptoolbox” (Vousdoukas et al., 2012) is represented by a blue line.
There is a variation in the spread of the maximum and minimum points
in the time stack, with a difference of approximately 12 m between
different points. To validate the runup results, the values of maximum
runup simulated from SWASH results were selected at the same loca-
tion point obtained from the location captured by the “runuptoolbox”
(Fig. 5). The values found using the bathymetries within SWASH are
detailed in Table 2.

A comparison between the vertical wave runup elevation measured
by the UAV timestack and the SWASH models outputs is presented
in Table 2. The observed wave runup elevation (R,,) was 1.21 m,
from the timestack at approximately 9:30 am. This value is used as a
reference to compare with the SWASH model results and was collected
during the UAV flight. The simulations using the cBathy bathymetry
condition ranged from 1.24 m to 1.56 m, corresponding to 10:00 am
and 11:20 am, respectively, while the runup generated by the EBP with
A = 0.15 were slightly lower, between 1.04 m to 1.17 m. However,
the values from the bathymetry generated by A = 0.23 were closer
to those obtained from the wave runup by cBathy, varying between
1.25 m and 1.54 m at 8:30 am and 9:30 am, respectively. Overall,
the bathymetry generated by A23 was closer to and more similar to
the cBathy bathymetry profile. This occurs because A = 0.15 produced
smooth bathymetry gradients that emerged before A = 0.23 EBP (see
Fig. 2), potentially altering the height and excursion of the wave runup.

The data obtained using the bathymetry through v4 interpolation
presented values greater than all the simulations performed, varying

from 1.65 m up to 2.20 m at 11:20 am and 9:30 am, respectively.
As it is a deeper bathymetry with a steeper slope in the sub-aerial
part compared to the other bathymetries, resulting in more abrupt
wave breaking, the wave runup results were higher than with the
other methods. The topography and depth of the bathymetry directly
influence the wave runup height, as observed in the results obtained
with the bathymetry from the v4 interpolation method (Wright and
Short, 1984).

The vertical wave runup heights from the grids generated by cBathy
and EBP A23 overestimate slightly the vertical wave runup height
observed on the day of data collection, which was 1.20 m. However,
the height obtained by cBathy showed a smaller difference compared
to the other grids (22 cm). On the other hand, the R,;s obtained
by EBP Al5 presented the smallest difference, being the bathymetry
that best described the swash zone among all the other bathymetries.
Nevertheless, this may be associated to the low slope of the bathymetry,
which resulted in lower runup values in the simulations conducted with
this bathymetry.

Despite the cBathy algorithm being known to present an error in
the order of meters in the bathymetry around the breaking zone and
centimeters in deeper waters (Holman et al., 2013), the algorithm was
able to more accurately represent the features found on the bottom of
Campeche Beach, in spite of the equilibrium profile being estimated
with data and information from the beach.

It is noticeable that A15 did not perform well in representing
the breaking location. However, it excelled in estimating the runup,
outperforming both cBathy and A23 bathymetry. For the same sea
state conditions, the wave energy dissipation rate in shallow water is
mostly controlled by the sandbar positions and slope. The numerical
simulation results using cBathy bathymetry show a slight tendency to
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Table 2
Maximum vertical wave runup height (R) between observed data (R

obs.

) from timestack image, and numerically simulated by SWASH using

UAV subproducts (R g,y), and Dean profile with A = 0.15(R,5) and A = 0.23(Ryy3)-

Simulation Hour [AM] R, [m] Repany [m] R, s [m] R,,; [m] Ry, [m]
01 08:00 - 1.39 1.04 1.39 1.90
02 08:30 - 1.53 1.12 1.25 1.75
03 09:30 1.21 1.42 1.17 1.54 2.20
04 10:00 - 1.24 1.04 1.39 1.90
05 11:20 - 1.56 1.05 1.40 1.65

overestimate the wave runup. In other words, the dissipation rate of
the SWASH model might still need some adjustments. This was also
observed in previous studies using bathymetries obtained by remote
sensing (Nicolae Lerma et al., 2016; Valentini et al., 2019) and in other
studies evaluating wave runup using the model (Medellin et al., 2016;
Henderson et al., 2022).

Regardless of the numerical and physical uncertainties that may be
present in the model, the absence of a reliable underwater topography
and interpolation methods can often lead to incorrect results that are
difficult to quantify. The use of the cBathy algorithm provides (when
it is not possible to directly measure the bathymetry) much more
reliable underwater morphology, which is essential for shallow water
wave transformations and energy dissipation, than simplified empirical
beach profiles or unknown interpolated features. In the absence of
UAV or images to reconstruct the underwater beach profile, theoretical
profiles, such as Dean’s, can provide much more realistic results than
interpolation methods. In this paper, we demonstrate that generating
a bathymetric grid through linear and v4 interpolation methods, under
conditions of very limited measured data in intermediate waters, leads
to highly unrealistic results when applied to the SWASH model. The
primary issue is that the surf zone exhibits highly dynamic morphol-
ogy. Consequently, relying on interpolation methods in areas where
data is unavailable introduces significant, unquantified errors into the
numerical simulations.

5. Conclusion

Numerical models used to detail shallow water processes are often
limited by the availability of bathymetric data. The positioning and
shape of the sandbar are essential for the dissipation and propagation
of wave energy in shallow waters. Without sufficient detail, flood con-
ditions may be under- or over-estimated. The problem is that the surf
zone is a highly energetic and dynamic system, so directly estimating
beach morphology is usually a challenging task.

This work examined an economical and non-invasive way to obtain
bathymetric information in the surf zone. If compared to other tradi-
tional surveying methods, the system can be low-cost as it only requires

a 4 K quality UAV and a GPS-RTK to search ground control points. Data
collection can be carried out even in stormy conditions, as long as safe
flight conditions are met.

The numerical simulation with the SWASH model using EBP A15
better described the swash zone, and the wave runup values corre-
sponded to those obtained in the field. However, when compared to the
timex image, the breaking zone and swash zone locations were properly
represented by the cBathy numerical simulations.

This discrepancy was related to the exponential-based beach profile
described by Dean (1991), which lacks features such as sandbars and
troughs, thus preventing waves from breaking and dissipating energy
over these sandbars, possibly changing how waves arrive at the coast
and consequently the wave runup height. It is unclear how the model
would estimate wave runup height if features such as longitudinal bars
with low slopes, which could dissipate wave energy, were included in
the beach profile morphology.

During the data collection for bathymetry and topography informa-
tion on Campeche Beach, the sediment grain size data for that day
was not collected. The Pazini et al. (2022)’s values that were used
in place of observed ones may have limited or altered the profile
construction. Another limiting factor that prevented a deeper explo-
ration of the statistical analyses of the present study was the lack
of data regarding wave runup and wave breaking from Brazil and
from dissipative beaches using bathymetry via remote methods. This
hindered the discussion and comparisons that could have been made
based on previously conducted studies.

Nevertheless, in terms of feature description, the simulations con-
ducted using the cBathy bathymetry successfully described the location
of the longitudinal sandbanks and the wave breaking occurring in this
region, although they overestimated the wave runup value.Thus, an
option for studies aimed at describing and focusing on the surf zone
for the assessment of wave breaking and/or other processes occurring
in this region.

Most of the previous studies employing the SWASH model have
seldom included observed data in the breaking zone and often depend
on interpolation between deep water to represent the shallow water
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topography. This also tends to produce smoother or steeper bathyme-
tries, depending on data density and the interpolation method. This
may produce unknown errors in the numerical simulations since the
bottom condition tends to vary based on data availability at different
locations and sea state conditions.

This paper introduces a feasible alternative to a complete baseline
condition for modeling coastal processes, taking into account potential
errors and exploring alternative approaches to minimize them. There-
fore, the present study suggests a simple method to improve numerical
simulations in shallow water by providing more reliable bathymetry
data. This can be essential for a better assessment of shallow wa-
ter dynamics and provide more accurate data to improve the model
parameterizations.
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